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Agenda
● Review
● HW 2 Written
● HW 2 Coding



Definition
A belief network (BN) are a family of probability distributions described by a 
directed acyclic graph (DAG) in which:

1. Nodes represent random variables.
2. Edges represent direct conditional dependencies.
3. If random variables are discrete, then family of probability distributions 

are represented as conditional probability tables (CPTs)

In this class, you can assume all variables will be discrete!



Motivation
Suppose you have n binary random variables:

● The joint distribution is:
● The joint distribution space complexity is: 
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Suppose you have n binary random variables:

● The joint distribution is:
● The joint distribution space complexity is: 

Recall from chain rule: 

● Using BN’s graph, we can remove independent variables 
● Where for each variable: 
● The space complexity becomes: 

BN’s exploit conditional independence relations to reduce space 
requirements



Exact Inference in BNs 
Given a BN, we are interested in using it to answer useful questions:

● P(X)
● P(X|Y)
● P(Y|X)
● P(X=x|E)

We make the following assumptions:

● The graph structure and CPTs are already defined and learned
● All variables can be observed



Exact Inference in BNs 
Given a BN, we are interested in using it to answer useful questions:

● P(X)
● P(X|Y)
● P(Y|X)
● P(X=x|E)

We make the following assumptions:

● The graph structure and CPTs are already defined and learned
● All variables can be observed

Goal: Express desired probability expressions in the form of a product of 
CPTs



Exact Inference in BNs
Two popular approaches (covered in coming lectures):

● Variable elimination: Splitting inference into factors and eliminating 
variables at each factor

● Polytree Inference (Pearl 1986): Start from query node and recursively 
pass messages up and down polytree, exploiting DAG structure



d-separation
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2.1 Probabilistic Inference
You are given the following:

● P(E)
● P(B)
● P(A|B,E)
● P(J|A)
● P(M|A)

Goal: Manipulate unknown probability expressions 
into a form containing the given conditional 
probability tables (CPTs)

Solution: Use basic probability theory + exploiting 
the graph structure to get independence relations
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2.2 Probabilistic Reasoning
● Part A: Represent each term in 

the ratio in terms of the given 
probabilities:
○

● Similar approach to 2.1
● Part B: take the limit of the ratio 

as k goes to infinity. Does this 
limit converge or diverge?



2.3 Conditional Independence
● Main idea: Find all 

conditional 
independence 
relations (using 
d-separation)

● Note: X and Y are 
individual nodes while 
E is a set of nodes

● Hint: Only a subset of 
nodes can possibly be 
independent.



2.4 Noisy-OR
● Noisy-OR: OR but not guaranteed 

to turn on even X and/or Y are on.
● Approaches

○ Intuition (see L2)
○ Mathematical derivation (2.1-2.2)

● Not required to show work, just 
fill in the boxes with the 
corresponding operator: =,<, or >



2.5 Hangman
You are tasked with coding up a 
portion of the hangman problem:

● Given a state, find the next 
letter with the highest 
probability of being in the word. 
(predictive probability)

● State is represented by the BN 
and characters already guessed 
(correct and incorrect)



2.5 Hangman
Your tasks:

● Translate the hangman 
formulation provided into 
code

● Provide the following 
deliverables:
○ Two sets containing the 15 most 

frequent and 14 least frequent 
words in the corpus

○ Table containing the most likely 
letter and probability for the 
given evidence



Submission
● Submit just the .py file to HW 2 - 

Coding problem
● Feel free to modify any function 

signatures (except those which 
have do not modify) or add 
addition functions

● We will run your run() function 
and compare with our solution 
code

● Due Oct 13th, 11:59 PM (both 
parts!)



That's all folks!


